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Introduction
These days, there is a palpable frustration with risk analysis and vulnerability assessments as critics believe it has misdirected security and recovery efforts.  Some think that these tools are misinforming us and causing an epidemic of fear.
  Organizations may misunderstand small probabilities of rare events and may seek remedies that cause more harm than the original threat.
   Many risk assessments rely on expert opinions as to what constitutes a security risk for an organization.  Unfortunately, this method is limited in its predictive ability.  Expert opinion is subject to the fallibility of human judgment.  Psychological research has shown that we often exhibit selective memory bias for events which are personally relevant.
,
,
  In addition, emotionally arousing events often cause individuals to recall the event with greater detail and specificity.
,
  Often, rare events are personally relevant to many, and are of an emotionally arousing nature.  A hospital which is attacked by terrorists, killing hundreds of helpless patients is highly personally relevant to even those unaffected directly by the attack because such an event exposes everyone’s vulnerability.  By the same token, witnessing such an event, either first hand or through news coverage, causes extreme feelings of sorrow, fear and anger.  These factors will cause such events to stick out in our minds and distort our understanding of the probability of the attack.  Our memory of such events will be more salient and vivid than for other events.  In sum, humans are bad at estimating the probability of events accurately. 

Other critics point out that the real problem is not miscommunication about the risk but faulty analysis leading to wrong priorities.
  Organizations may protect against long lists of security threats that are not likely to happen and fail to safe guard prevalent risks.  For example, such reviews may put an Anthrax terrorism attack
 at higher level than hurricane Katrina.  Clearly, they should not be.  Risk analysis needs to be more accurate in the way it sets priorities for action and ranks potential threats.  

Let us start with a few obvious principles and assumptions.  Risk analysis is no help when it recommends that all security steps are equally important and should be pursued.  To be helpful, risk analysis must set priorities.  To set priorities, it must have a process that could establish that risk of one event is higher than another.  To understand differential risks, it must do so based on some objective defensible fact – relying on consensus is not enough unless one can show that the consensus is based on actual events.  This paper shows how accuracy of risk analysis could be improved by shifting away from consensus and comprehensive vulnerability assessments to more focused, probabilistic and objective analysis.   

	Objections to probabilistic risk analysis:

1. Probability of rare events cannot be measured
2. Probabilistic analysis takes too long

3. It misses new threats


We have heard of three possible objections to our recommended probabilistic and focused security risk analysis.  First, that terrorism and major catastrophic events are rare and therefore it is not possible to measure their frequency.
   Second that it is not practical to do so:  probabilistic risk assessment is too time consuming and cumbersome.  Finally, third that it should not be done because objective risk analysis focuses on historical precedents and leaves organizations vulnerable to new and emerging threats.   These are important criticism of probabilistic risk analysis and we address them in this chapter.  In particular, through examples we show that a focused analysis is surprisingly more practical than comprehensive analysis.  It may be done in shorter time, even though it relies on objective data.  Second, we show that by using new probability tools it is possible to estimate the chances of very rare events occurring.  While these estimates are not precise to the last digit, they are accurate in magnitude and provide a consistent method of tracking probabilities of many rare events.   Furthermore, we show by way of examples, how the methodology can be extended to anticipate emerging threats, all along using objective events to generate new and emerging scenarios of security violations.  

Definitions

Before we proceed, it is important to define various terms. Risk analysis assesses the probability of an adverse outcome, in this case security violations. We include in this broad definition terrorism, cyber attacks, and physical attacks.  Risk analysis is not the same as threat analysis, where the environment is scanned for credible attacks against the organization.  Figure 1 shows the relationship between environmental threats, organization vulnerabilities and security violations.  
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Figure 1:  Threats, vulnerability and security violations

Organization vulnerability is an internal weakness that could but does not always lead to security violations.  Security controls are business process changes and information technology steps that organizations can take to reduce their vulnerability or mitigate the consequences of security violations.  To conduct a vulnerability assessment, one needs to step back from actual security violations and ask for causes of security violations. When a security violation occurs there are often multiple causes for it.  For example, a hacker or a cyber terrorist might be able to gain access to the organization network through a disgruntled employee.  Using our definition, penetration into the network is considered a security violation and the disgruntled employee as vulnerability.  The hacker is the outside threat.  In this sense, when we talk of risk of security violations, we assess the joint effect of threats, vulnerabilities, and security controls.  

In this chapter, we repeatedly refer to a security incidences.  We define a security incidence  as “any action or event that takes place, whether accidental or purposeful, that has the potential to destabilize, violate, or damage the resources, services, policies, or data of the organization or individual members of the organization.” 

Focused Risk Analysis is the process of enumerating a comprehensive set of scenarios for security violations.
  By a scenario, we mean one or more vulnerabilities that can lead to security violations.  Examples of vulnerabilities include but are not limited to (1) discharging an employee without turning off access codes, (2) theft of computers, (3) attempted worm attack, or (4) spy software on desktops.  Cyber security violation is defined as network or desk top penetration by an outside agent independent of their intention.  

History

In recent years, there have been many occasions in which risks for rare events have been assessed and subsequent events have helped confirm the accuracy of the risk analysis or improve aspects of the analysis.  Probabilistic risk analysis originated in the aerospace industry.  One of the earliest comprehensive studies was started after the loss of life due to a fire in Apollo flight AS-204 in 1967.  In 1969, the Space Shuttle Task Group in the Office of Manned Space Flight of NASA suggested that the probability of loss of life should be less than 1 percent.  Colglazier and Weatherwax
 conducted a probabilistic risk analysis of shuttle flights.  But overtime, NASA administrators abandoned the numerical forecast of risks as the projected risks were so high as to undermine the viability of the entire operation.  Cooke
 and Bell and Esch
 report that NASA administrators "felt that the numbers could do irreparable harm."  But subsequent shuttle accidents returned the emphasis on probabilistic risk analysis.  Today almost all components of space shuttle go through independent risk analysis.
,
,
,
,
,
 A good example of such risk analysis can be found in the work of Pate-Cornell and Fischbeck
,
 where they assessed the risk of tiles breaking away from the shuttle.  In this award winning study, the authors linked management practices to risks of various tiles on the shuttle breaking away.  


Probabilistic risk analysis has also been utilized to determine nuclear safety.  Several studies have focused on reactor safety.  The first such study was the Reactor Safety Study
.  The study was followed by a series of critical reviews
,
,
, including in 1997 a Congressional bill to mandate a review panel to examine the limitations of the study.  The near failure of reactor core at Three Miles Island, however, proved that the scenarios anticipated in the study were indeed correct, though the probability of human failures were underestimated.   Not surprisingly, reviews of Three Miles Island re-emphasized the need for conducting probabilistic risk analysis
,
.  Kaplan and Garrick
 conducted a study of probability of reactor melt down.  In 1983, the U.S. Nuclear Regulation Commission
 issued a manual for how to conduct Probabilistic Risk Analysis for the nuclear industry.  Probabilistic risk analysis has also been used by energy firms focusing on sources of power other than nuclear power to predict catastrophic events
,
,
.  


In addition to its use in the aerospace and nuclear industries, probabilistic risk analysis has also been applied to the prediction of a variety of natural disasters including earthquakes
 and floods, as well as to informing planning of coastal designs
,
,
.  It has been used to predict environmental pollution
,
.  A large number of studies focus on waste disposal and environmental health
,
,
,
.   

Probabilistic risk analysis is becoming increasingly utilized in health care organizations.  In health care, probabilistic risk analysis has focused on analysis of root causes of sentinel adverse events such as wrong side surgery or failure mode and effect analysis of near catastrophic events
.   Amgen pharmaceutical has also used the procedure for making decisions regarding new product development
.  One difficulty in the use of probabilistic risk analysis by the health care system is the fact that in identifying and protecting against risks, organizations often rely on a rank order of rare probabilities and ignore the magnitude of the probability of occurrence for a given adverse event
.   

New applications of probabilistic risk analysis are being used with respect to terrorism.  Taylor, Krings and Alves-Foss
 have applied probabilistic risk analysis to assessment of cyber terrorism risks.  Others have suggested the use of these techniques in assessment of other types of terrorism
,
.  

Procedures for Conducting a Focused Risk Analysis
Step 1: Specify decisions to be made 


Before analyzing risks, an organization needs to clarify how the risk assessment will be used.  For example, an organization might want to use the risk assessment in order to allocate budget for security controls.  If the assessment finds that the organization is most vulnerable to cyber attack, then money can be spent on improving the security of computers.  If the organization finds out that employees’ departure from the organization is leading to many security violations, then more money may be spent on improving this work process.  The point is that it should be clear what choices are available to the Chief Security Officer.  It should be clear how security assessments lead to corrective action.

Step 2: Organize an incidence database

The Focused Risk Analysis starts with historical precedence and adds to this list additional information about emerging threats.  It assumes that history repeats itself and the first place to anticipate the future is by examining the recent past.  This is done by organizing a security incidence database.  An incidence database lists the security violation, its date of occurrence, and the risk factors or vulnerabilities that led to it.

An incidence database of security violations collects data from one participant and reports it to all others.  In this fashion it allows participants to have access to patterns of violations across the industry.  First, participants register and sign a consent form.  Then, participants are asked to report the security violations within their organization, including the date of the violation (See Figure 2):
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Figure 2:  Example of How an Incidence Database Collects Data on Security Violations
Participants are also asked to select from possible risk factors that led to the security violations (see Figure 3).  If none of the relevant risk factors are listed, participants are asked to explain in their judgment what the vulnerability that led to this security violation was (see also Figure 3).  After review, the vulnerability is added to the list of risk factors so that future participants can select it for explaining the cause of the security violation.
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Figure 3:  Participants can Select from or Add to List of Vulnerabilities Leading to Security Violations
In this fashion, as more participants contribute data to the incidence database, a list of types of security violations and their causes emerges.  In Focused Risk Analysis the incidence database is used in two ways.  First, it is used to focus the investigation on the types of violations and vulnerabilities listed in the database.  Since this list is by definition more limited than comprehensive lists of what could lead to security violations, this focus radically reduces the effort needed for conducting risk analysis.  The incidence database is also used to assess the frequency of security violations, and the relationship between the security violation and various vulnerabilities.  We will spend more time on how an incidence database can be used to assess the probability of future security violations in the next section.    

Examples of incidence databases abound.  The Symantec Corporation collects and reports the largest database of cyber attacks.  This database of incidences can be used to assess the conditional probability of a security violation given specific cyber vulnerabilities.  Another example is the National Vulnerability Database.  This database also maintains incidences of cyber security vulnerabilities.
   

A broad example of security violations can be found in voluntary databases maintained by associations.  For example, the Joint Commission on Accreditation of Health Care Organizations has created a database for voluntarily reported incidences of sentinel events (e.g. medication errors or wrong side surgery).  If the Joint Commission would consider security violations a sentinel event, then its database can serve as the repository for our proposed incidence database. 

Incidence databases can be constructed from publicly available data.  For example, we needed an incidence database for Unauthorized Disclosures.  We identified publicly available reports of unauthorized disclosures from (1) review of complaints to Department of Health and Human Services regarding privacy issues, and (2) legal and news databases for reports of unauthorized disclosures. Table 1 shows the term used to search for unauthorized disclosures and the number of unique cases found: 

	Terms searched
	Databases Searched
	Records found
	Number of unauthorized disclosures
	Dates
	Probability of unauthorized disclosure

	Patient Confidentiality [Keyword] OR Confidential Medical Records [Keyword] OR Privacy [Keyword] medical records [additional terms] OR Privacy [Keyword] Medical Records [additional terms] unauthorized disclosure [focus]
	Lexis Nexis Academic
	47
	2
	01/01/03 -12/31/03
	.005

	Privacy of [Subject] Cases [Subdivision] OR Medical Records [Subject] Cases [Subdivision] OR Medical Records [Subject] Laws, Regulations and Rules [Subdivision] OR Hospital Information Systems [Subject] Safety and Security Measures [Subdivision]*
	Health Reference Center-Academic Infotrac 
	141
	8
	01/01/90 -12/31/03
	.022

	US Dept of Health & Human Services HIPAA complaints
	DHHS reports
	22
	16
	01/01/03-12/31/03
	.044

	Direct reports
	 
	3
	3
	01/01/03-12/31/03
	.008

	Total: p(U)
	 
	213
	29
	01/01/90-12/31/03
	.079

	Table 1:  Frequency of Publicly Reported Incidences of Unauthorized Disclosures

	*Also Includes: OR Business & Health, Feb 2001 v19 i2 p21 (Journal) OR Report on Patient Privacy, Oct 2003 v3 i10 p12 (Journal) OR Report on Patient Privacy, July 2003 v3 i7 p8 (Journal) OR Report on Patient Privacy, June 2003 v3 i6 p6 (Journal OR Report on Patient Privacy, Oct 2003 v3 i10 p12 (Journal) OR Computerworld, Dec 18, 200 p7 (Journal) OR InformationWeek, Dec 31, 2002 pNA (Journal) OR Modern Healthcare, Sept 15, 2003 v33 i37 p18 (Journal) OR Modern Physician, Nov 1, 2003 v7 i11 p2 (Journal) OR American Druggist, Jan 1999 v216 i1 p62(2) (Journal) OR AIDS Weekly, August 24, 1992 p16(2) (Journal)


It is possible, and perhaps likely, that we are not aware of all cases in which unauthorized disclosures have occurred.  Public sources do not include private incidences.  Therefore our list of security violations and related risk factors might be incomplete.  But no matter how many cases are reviewed, the number of risk factors will be relatively small because many risks can be imagined while few actually occur.  Because relying on case histories reduces the number of risk factors, it radically reduces the time it takes to conduct a risk analysis. 

In some industries no public incidence database are available.  If an incidence database does not exist, it is possible to collect one through industry contacts.  A handful of organizations can collaborate and share security violations across their organizations and thus start a small incidence database.   This certainly would not be a complete list of violations, but it is better than having no data at all.  Obviously any incidence database becomes more accurate as a larger percentage of security violations are reported to it.  But any data about real incidences is better than no data at all.  The more the data, the more the security assessment is grounded in reality.   
Step 3: Estimate the probability of security violations

There are two ways to estimate probability of future security violations:  direct and indirect methods.  The latter method estimates probability of security violations from various vulnerabilities and risk factors within the organization.  The former method estimates it from past pattern of violations.    Both methods are described below in more details.

Direct method

The next step is to use the incidence database to estimate the probability of various types of security violations.  Often security violations are rare and the incidence database may contain one or two examples of such violations.  Furthermore, the probability of the violations cannot be estimated from experts’ or employees recall because when it comes to describing rare events, people have a hard time talking about or keeping track of small probabilities.  Surprisingly, they can describe with considerable confidence the time to the event.  For example, many have difficulty referring to or imaging the probability of 0.000274 while they may easily make statements such as “this event has occurred once in the last decade.”  Because experts and employees have an easier time thinking of rare events in terms of time to event as opposed to a frequency count, one way to estimate probability of rare security events is through the time to the event.

If we assume that an event has a Bernoulli distribution (i.e. the event either happens or does not happen; it has a constant daily probability of occurrence; and the probability of the event does not depend on prior occurrences of the event), then the time to next occurrence of the event has a Geometric distribution.  In a Geometric distribution, the probability of a rare event, p, can be estimated from the average time to the occurrence of the event, t, using the following formula:

p = 1 / (1+t)

In this approach, the frequency of an event is first estimated by calculating the time to re-occurrence of the event.  For example, investigators often assume the event happens, daily, weekly, monthly, once a year, once every 2 years, once every five years, or once a decade.  This time to the event can be transferred to a frequency count using the above formula.  One such approach was done by the International Organization for Standardization (ISO) on December 2000, who ratified the standard 17799 for the management of information security. The authors of this standard proposed to measure risk using the scale in Table 2. 

	ISO 17799 word assignment 
	Frequency of event
	Rating by ISO 17799
	Calculated probability

	Negligible 
	Unlikely to occur* 
	0
	0.0003

	Very low 
	2-3 times every 5 years 
	1
	0.0014

	Low 
	<= once per year 
	2
	0.0027

	Medium 
	<= once per 6 months 
	3
	0.0056

	High 
	<= once per month 
	4
	0.0333

	Very high 
	> once per month** 
	5
	0.1429

	Extreme 
	=> one per day 
	6
	1

	  Table 2:  Calculated Probabilities for ISO terms
* Assumes less than once per 10 years 
** Assumes once per week 


Table 2 also reports our quantification of the same scale. Clearly, the ISO 17799 standard does not accurately reflect the probability of the reported events. In fact, the correlation between the ISO 17799 rating and the calculated probabilities is 0.69, showing significant disagreements between the two scales.  Because our approach is not based on arbitrary numerical assignments, we prefer it to the ISO 17799 standards.   

Some security violations are so rare that they may not occur during the observation period at all or may occur only once.  In these circumstances, the length of the observation period can be used as a surrogate for time-between reoccurrences. This assumes that the security violation would occur the day after the end of the observation period and thus it provides an upper limit for the prevalence of the security event.  For an example of the use of the formula consider if we were to assess the prevalence of “physical theft of a computer.”  Suppose that our records show that such theft occurs once every three months, then the time between two thefts is 90 days and the probability of a theft for any day is calculated as: 

p( Physical theft of a computer) = 1 /(1+91) = 0.01

Another method of improving accuracy of estimates of rare events is to purposefully examine the event in artificially constructed samples where the event is not rare.
  Then the frequency of the event in the sample can be extrapolated to the remaining situation proportional to how narrowly the sample was drawn.  The procedure is generally known as “importance sampling” and involves sampling data from situations where we expect to find the rare event.  Assume that we have taken "M" narrowly defined samples and sample "i" represents Wi cases in the population of interest.  If Pi is the probability of the event in the narrowly defined sample, then probability of the rare event, P, can be calculated as:  

P = (∑i=1, …, M Wi Pi)/ ∑i=1, …, M  Wi
An example may demonstrate this concept.  Suppose we want to estimate the probability of a successful theft of electronic data by overcoming password protection in a computer.  For most organization such an attack is rare, but the attack is more likely to be seen in computers that are infected by a virus.  Suppose in an organization that 1 in 100 computers has a major virus.  Also suppose that examination of data trails in these infected computers show that 0.3% involve loss of data.  What is the probability of loss of data anywhere in the organization?  This probability is calculated by weighting the narrow sample of infected computers to reflect the proportion of these computers inside the organization:

P = (1/100) * 0.003 + (99/100) * 0

Note that in this calculation we have assumed that loss of data does not occur in computers without virus infection.  This may be wrong but as a first approximation may be a reasonable step as we have anticipated that most data loss occurs among infected computers.   The importance weighting procedures requires us to know a priori, with high level of certainty, both the conditions under which the rare event are more likely to occur and the prevalence of the conditions.  

Indirect method

In this approach, the probability of security violations is estimated from the presence of various vulnerabilities and risk factors within the organization.  A survey is constructed based on the risk factors identified across the industry through the incidence database.  Then, the organization’s employees are surveyed regarding practice patterns in their midst and data from the survey and incidence database are used to estimate the probability of future security violations using the following formula: 

p(V| R1, …, Rn )= ∑ i=1, .., n p(V | Ri) p(Ri)

Where: 

	N
	This is the number of hazards.

	Ri
	This is the risk factor "i". 

	P(V| R1, …, Rn )
	This is the probability of security violations given various risks factors (vulnerabilities) in the organization.

	P(V | Ri )
	This is the conditional probability of security violations given the presence of a risk factor in the organization.   This variable is calculated using the Bayes formula presented below.

	P(Ri)
	This is the prevalence of the risk factor in the organization.   This variable is calculated from time-to-occurrence of the events (see below).


This formula is known as the law of total probability and it states that the probability of a security violation is the sum of all the ways in which a security violations can happen from different risk factors within the organization. 


We estimate the frequency of risk factors within an organization, p(Ri), by surveying key informants within the organization.  Since privacy risk factors can also be rare, we assess the probability of their presence from the average time between reported occurrences of the risk factor.  As before, use of this formula assumes that the risk factor has a binomial distribution of occurrence in which the probability of the risk factor is relatively rare but constant and independent from future occurrences. These assumptions may not be reasonable.  For example, when organizations actively improve their security, then the assumption of constant probability is violated.  If the assumptions of binomial distribution are met or are acceptable as a first approximation, then time-between presence of risk factor has a Geometric distribution and the formula presented earlier can be used.   

We use the Bayes theorem to calculate the probability of unauthorized disclosure after the occurrence of a risk factor: 

p(U | Ri) = p(Ri | U) p(U) / p(Ri)

Where: 

	p(Ri)
	is the probability of observing risk “i”.  This is obtained from survey of health care organizations using time-to-occurrence of the risk factor.

	p(U)
	is the probability of unauthorized disclosure across institutions.  These data are calculated from National Incidence Database of Unauthorized Disclosures. 

	p(Hi | U)
	shows the prevalence of risk factor “i” among unauthorized disclosures.  These data are available through National Incidence Database on Unauthorized Disclosures.


An example application of the indirect method can be shown using the privacy incidence database reported earlier.
  To start with, a master list of privacy violations was created from the incidence database (see table 3).  Four hospitals were surveyed using this master list.  Table 3 also contains the probability of each risk factor as well as the prevalence of the security violation given the risk factor.   

	ID
	Description of risk factor
	Prevalence of risk factor in the organization
	Prevalence of  security violation given the risk factor

	13
	Employee views paper documents or manipulates computer passwords to view records of patients not under his/her care
	0.0003
	1

	7
	Benefit Organizations or employers request employee information
	0.0003
	0.8805

	9
	Employees engaged in whistle blowing to uncover illegal or unacceptable business or clinical practices
	0.0003
	0.0201

	2
	Clinician using unsecured email environment
	0.0003
	0.1606

	12
	Employee removes patient records from secure location or workplace without authorization
	0.0003
	0.88

	14
	External infection of computers/password/network Systems (e.g. computer hacker)
	0.0003
	0.5888

	15
	Theft of computers or hard drives
	0.0003
	0.5867

	16
	Sale of patient records
	0.0003
	1

	17
	Blackmail/Extortion of organization or an employee
	0.0003
	1

	19
	Changes in custody or family relationships not revealed by the patient
	0.0003
	0.1472

	20
	Audit of business practices by outside firm without clinicians’ approval
	0.0003
	0.4416

	21
	Business Associate violates Chain of Trust Agreement
	0.0003
	1

	23
	Error in patient identity during data transfer to third party insurers
	0.0014
	0.0142

	6
	Caring for employees’ friends and family members and discussing the care outside of the work environment
	0.0014
	0.2202

	3
	Clinician gathers information from patients’ family and friends after the visit without the patient’s consent
	0.0014
	1

	18
	Patient using identity of another person to gain insurance benefits
	0.0056
	0.093

	10
	Patient records (paper documents) not kept in secure environment or sealed 
	0.0056
	0.0592

	4
	Discussion of patient care with co-workers not engaged in care
	0.0056
	0.1218

	5
	Medical reports or records with wrong recipient information
	0.1429
	0.0405

	11
	Patient care discussed in a setting where others can easily hear
	0.1429
	0.0023

	Table 3:  Predicting Probability of Violations from Prevalence of Vulnerabilities


The overall privacy risk for the organization listed in Table 3 was calculated as 0.01.  Table 4 provides the same probability at different organizations.  The data in the table can be used as benchmarks for comparison of various hospitals.  For example, the data in Table 4 shows that the risk at Hospital 2 is lower than Hospital 1.
	
	Overall Risk Score

	
	Hospital 1
	Hospital 2
	Hospital 3
	Hospital 4

	Rate of security violations 
	0.022
	0.011
	0.011
	0.012

	Table 4:  Overall Risk of Privacy Violations Calculated from Various Vulnerabilities Within Four Organizations


Step 5: Adjust the probability of security violations based on incidences elsewhere

In the previous steps, the analyst has estimated the probability of security violations within the organization based upon historical incidence patterns.  In order to make this estimation more accurate, the analyst must adjust the probability to reflect emerging threats.  These emerging threats have not occurred in the industry but have occurred elsewhere, in other industries, and there are concerns that the situations are similar enough that they may occur in the organization being assessed.  Here again we start with a kernel of truth around which we might construct a speculative scenario about what might happen within our organization if the event was to occur there.

The adjustment for emerging threats can be made using the method of similarity judgment.  Similarity judgment involves predicting an event based on the historical precedence of a similar event.  For example, prior to the September 11th attack on skyscrapers in New York City, terrorists tried to attack the Eiffel tower by driving a hijacked plane into it.  The two incidences are similar in the sense that both are tall buildings, which have important symbolic values.  Both were attacked by a passenger jet, hoping that the jet fuel would lead to additional destruction.  They are of course also different incidences occurring for different reasons at different times in different places.  Based on the pattern of shared and unshared features between the two events, the analyst can calculate the probability that the novel event will occur.  Similarity judgments can be used to extend the probability of known rare events to new situations.  

Psychological research has concluded that similarity judgments of two phenomena, in this case potential threats to security, depend on an analysis of the features shared by the two phenomena as well as the features which are unique to each.
 Psychologists have conducted numerous experiments showing that similarity of two situations will depend on features they share and features unique to each case.
 In 1997, Tversky summarized the research on similarity and provided a mathematical model for judgments of similarity.  Similarity of two situations "i" and "j" can be assessed by listing the following three categories of features:  

1. Features in the index case but not in the prototype, fi, not j. 

2. Features in the prototype but not in the index case, fnot i, j. 

3. Features in both cases, fi,j 

Then similarity can be measured as the count of shared and not shared features using the following formula:

Sij = fi,j / [fi,j + a (fi, not j) + b (fnot i, j)]

In above formula, the constant "a" and "b" add up to 1 and are set based on whether the index case is defining prototype.  If these constants are different from 0.5, they allow the comparison case to be more like the index case than vice versa:  they allow a child to be more like father than the father like the child.  

Once an estimate of similarity of the index case and the prototype are available, then the probability of an attack in the index case can be calculated as:

Probability of attack in index case = Probability prototype * Similarity case, prototype

For example, recall the Beslan School siege in North Ossetia, Russia in September, 2004.  Every year on the first day of September, every school in Russia celebrates the holiday known as the “Day of Knowledge.”  The children dress in their finest clothes, and are accompanied to school by parents and other family members.  On this particular holiday, thirty Chechen rebels used this tradition as an opportunity to seize the school and take 1,300 hostages.  The siege ended two days later when Russian special forces stormed the building.  The crisis left 344 civilians dead, 186 of whom were school children, and hundreds wounded. 

Suppose we want to estimate the probability of Beslan like siege on a hospital in United States.  Using the method of similarity judgment, a risk analyst would ask, “What is the likelihood of a terrorist attack on schools in Russia?”  Next would follow the question, “How similar are the conditions in Russia and the U.S.?”  By judging probability of an actual event, and the similarity of that event to conditions existing in the U.S. (e.g. hospital populations) the likelihood that a hospital would be the target of a similar terrorist attack can be estimated.  

In this example, the hospital is considered the index case as Beslan-like attack on it is new and unprecedented.  Beslan school siege is considered a prototype of how vulnerable children might be gathered and killed.  Since the attack has only occurred once in the last 3 years, we estimate its probability of reoccurring to be 0.0009.   The risk analyst needs to determine the features which a school in Russia shares with the hospital, as well as those features unique to each setting.  The school and the hospital are similar in the sense that both are buildings which house a sizeable number of civilians, both serve a vulnerable population and both are publicly accessible.  The school and the hospital are dissimilar in the sense that the school had no communication system available between rooms, allowing the terrorists the time to collect a large number of people; the school had a room (gymnasium) large enough to accommodate a large gathering of people; and the school contained mostly children.  The hospital is unique in the sense that it would be difficult for the terrorists to gather a large number of people in a central location because most rooms are only so big as to house a few patients or to allow enough room to perform surgery; the hospital has onsite security which could alert rescue units in the event of a crisis; and the hospital is equipped with devices that could be used for defense (e.g. scalpels, chemicals).  Here is one summary of features shared and different in the two situations:

1. Features in the index case (school) but not in the comparison case (hospital):

a. No proximity defense

b. No communication system available between rooms

c. Capacity to house population into one central location

d. School age children

2. Features in the comparison case (hospital) but not in the index case (school):

a. Difficulty in gathering the population into one central location

b. Availability of security officers

c. Presence of items which could be used for defense

3. Features shared by both cases:

a. Large number of civilians

b. Vulnerable population

c. Publicly accessible

This list is brief for the purpose of example and obviously additional analysis might reveal more features. We assume that the constant “a” is 0.20 and the constant “b” is  0.80 because the similarity between the two situations are quite asymmetrical.  The attack on the hospital is more likely to be judged similar to the Beslan School siege than the Beslan school siege is likely to be judged similar to the attack on the hospital.  The similarity of the hospital situation to the Beslan school situation is calculated as:

Similarity hospital, Beslan school = 3 / [3 + 0.20(4) + 0.80(3)] = 0.48
Based on this measure of similarity of the two situations, the probability of a similar attack on the hospital is calculated as:

Probability of attack on hospital = Probability Beslan attack * Similarity hospital, Beslan 

Probability of similar attack on hospital = 0.0009 * 0.48 = 0.0004
Step 6: Report findings to the organization

In the final report, the probability of various types of security violations, including emerging threats, are reported.  This report should identify for the organization what are the credible threats faced by the organization, as well as set priorities among risks to inform the organization in its preventative efforts.  

A Case Example


We were asked to estimate the overall risks faced by a College in a Southern University in the United States.  In step one, we articulated the decisions faced by the College.  These included:  

1. Should we put more funds into protecting against computer viruses?

2. Should we educate faculty and staff about physical security and theft?

3. Should we continue with required background checks for all prospective Nursing students who plan to go to hospitals for their internships?

4. Should we implement a camera surveillance of offices?

In step two, we constructed an incidence database from events that had occurred at the University in the past 5 years.  Because of the limited nature of this incidence database, the analysis should be considered preliminary until confirmed against incidences in other Universities.  We had accessed to dates of occurrences of various physical security incidences with the University but the database did not contain information on computer security violations.  We used the observed data for physical incidences and supplemented it with employee estimated rates for the time to next information technology security incidence.

The IT risk factors for a College were classified into the groupings suggested by the CIFAC study.
  The employee in charge of security incidences at the College was asked to estimate the number of days to various incidences and this information was used to estimate the rates of various incidences.  Table 5 below shows the risk factors, estimated days to the event and the estimated frequency.     
	IT Security violation
	Description and possible risk factors
	Estimated days to event
	Probability

	Desk top security violations
	This may be caused by failure to install relevant operating system or application software patches or failure to have updated virus protection.  An example is the GAO Bot Outbreak.  
	3 months
	0.03

	Unsolicited emails requesting personal information
	Employees receive disguised alerts from well know companies (e.g. a bank) requesting them to send information in order to (1) complete an application, (2) prevent a security breach, (3) win money.  
	Once a week
	0.14

	Unsolicited emails not requesting personal information
	Employees receive emails advertising products through their email.  Sender’s machine has guessed the employees email or has obtained the email through the web.  No private information is asked for.    Strictly speaking this is not a security violation but is listed here because of its potential to lead to large number of employees falling victim to financial scams.
	Daily
	1

	Network penetration 
	Outside hacker obtains illegal access to the network through manipulation of the system or purchase of passwords from disgruntled employees
	Once in last two years
	   0.0014

	Table 5:  Example of IT Security Violations



In step three the probability of various security violations were calculated.  For each security violation, the time to the event was transferred into a frequency count.  For example, in the last two years there was one occasion in which a person was able to gain access to the information on the servers.  Therefore, the probability of network penetration was calculated as: 

p( Network penetration) = 1 /(2*365) = 0.0014

To assess the non-IT risks for this College, we used the data in our 5-year incidence database.  Table 6 below shows the various non-IT security violations and the dates of their occurrences:

	Category of risk factor
	Number of incidences
	First reported date
	Last reported date
	Average days between occurrences
	Daily rate 

	Theft of computer
	21
	7/1/1999
	11/29/2004
	99
	0.010

	Theft of other equipment
	36
	2/5/1900
	8/10/1999
	63
	0.016

	Theft of personal property
	2
	7/12/2001
	7/11/2003
	365
	0.003

	Property damage
	26
	10/7/1999
	10/7/2004
	73
	0.013

	Vehicle accident on premise
	10
	10/27/2000
	8/3/2005
	193
	0.005

	Damage from natural causes
	40
	12/26/1999
	6/30/2005
	51.62
	0.019

	Hazmat incidents
	1
	10/10/2003 
	10/10/2003 
	726
	0.001

	Table 6:  Observed Frequencies of Security Violations


The frequencies of events in the above table were calculated from actual observations of dates of the events in the last 5 years at the University.  For example, Table 7 below shows the steps in calculation of daily probability of computer theft:

	Date of theft of computers
	Time between consecutive thefts
	 
	Time between

	7/1/1999
	14.00
	Average
	98.900

	7/15/1999
	146.00
	Standard deviation
	73.421

	12/8/1999
	55.00
	Count of events
	21

	2/1/2000
	191.00
	Daily rate
	0.010

	8/10/2000
	34.00
	 

 

 

 

 

 

 

 

 

 

 

 

 

 

	9/13/2000
	133.00
	

	1/24/2001
	231.00
	

	9/12/2001
	86.00
	

	12/7/2001
	26.00
	

	1/2/2002
	64.00
	

	3/7/2002
	141.00
	

	7/26/2002
	52.00
	

	9/16/2002
	16.00
	

	10/2/2002
	147.00
	

	2/26/2003
	257.00
	

	11/10/2003
	128.00
	

	3/17/2004
	97.00
	

	6/22/2004
	31.00
	

	7/23/2004
	5.00
	

	7/28/2004
	124.00
	

	11/29/2004
	
	

	Table 7:  Sample Calculation of Daily Rate of Security Violations


First, the dates of computer theft were sorted.  Then the difference between two consecutive dates was calculated.  Next the differences were averaged to produce the average number of days till next occurrence of the incidence.  Finally the days to next occurrence were used to calculate a daily rate.  

In step four, emerging risks were added in.  The analysis was supplemented with information about shootings at the Arizona State University.  On Monday, October 28, 2002, Robert Flores, a nursing student at Arizona State University, apparently angry at having been barred from taking a midterm exam, entered the classroom where the exam was taking place and shot and killed two professors.  It was discovered later that a third nursing professor had also been killed in her office on another floor of the building.  After killing his professors, the student killed himself.  According to reports of nursing staff and fellow students
, the student often tangled with professors and disrupted class by asking inappropriate questions and challenging teachers.  In the weeks leading up to the shooting, the student had failed out of one class and was in danger of failing a second.  In April of 2001, a nursing staff member reported to the University police that the student had conveyed to staff that he was depressed and suicidal, and may take action against the College of Nursing in retaliation for the perceived lack of respect and assistance he received from his professors.  Others also reported that the student had bragged about obtaining a concealed weapons permit.  In a letter sent to the Arizona Daily Star before his death, the student reported a troubled childhood and that he was experiencing a great deal of stress in his personal life surrounding health problems and a recent divorce.  He described being pushed to the breaking point by his recent poor performance at school and the possibility that he would fail out of the nursing program.  
This incident caused many universities to reexamine security strategies, fearing a similar attack on their campuses.  Before a university expends large amounts of time, effort and money toward preventing such an attack, it would be useful to assess the likelihood that such an attack would occur on their campus.  The method of similarity judgment was used to estimate the likelihood of this incidence at the College.  In order to estimate the likelihood of a shooting at the College, the analyst would first need to determine the likelihood of reoccurrence of the ASU shooting.  Next, the analyst would need to assess the similarity of the conditions between the College and ASU.  
The probability of re-occurrence of ASU shooting was estimated to be at least once in the past four years (0.0007).  Next, the risk analyst identified the features which the College shares with ASU, as well as those features unique to each setting.  The two schools were similar in the sense that both were easily and publicly accessible, both contained large numbers of students, faculty and staff on any given day, both had onsite campus police, and both had policies concerning minimum performance standards for students which must be met to maintain enrollment.  The two were dissimilar in enrollment size (ASU had roughly 61,000 students enrolled compared to roughly 29,000 enrolled at the University were the college was located), and in the screening procedures used during the admissions process.  Prospective College students were subject to a background check by the FBI while applicants to ASU were not.  
Next, the analyst would measure similarity using the count of shared and not shared features.    

SCollege, ASU = fCollege, ASU / [fCollege, ASU + a(fCollege, Not ASU) + b(fASU, Not College)]

Let us recall our formulation of the similarity between the two Universities.

1. Features in ASU but not in the College, fASU, Not College:

a. Large enrollment (61,000 students)

2. Features in the College but not ASU, fCollege, Not ASU:

a. Mostly working students
b. Potential students screened with a background check

3. Features shared by both cases, fCollege, ASU:

a. Easily accessible

b. Large population of students, faculty and staff

c. Campus police 

d. Standards for student academic performance

e. Focus on Nursing or health science
We used for the constant “a” the estimate 0.20 and for the constant “b” the estimate 0.80.  The similarity of the College situation to the ASU situation was calculated as:

Similarity College, ASU = 5 / [5 + 0.20(1) + 0.80(2)] = 0.74
To calculate the probability of a similar event occurring at the College, the analyst would multiply the probability of ASU shooting reoccurring by the similarity between ASU and the College:
Probability of school shooting at College = 0.0007 * 0.74 = 0.0005
In the final step, a report was prepared to the College’s leadership group providing them with the list of security violations.  The leadership group was asked to think through the relative frequency of various violations to decide how to distribute their limited security funds.

Concluding Remarks

Recall the three criticism of Focused Risk Assessment stated at start of this chapter:  rare probabilities cannot be estimated, probabilistic analysis is too time consuming and emerging threats will be missed.  These criticisms are not valid.  We have shown by way of examples that it is easily and practical to assess the probability of rare events through use of various probability tools (time to event, importance sampling).  We have also shown that emerging new threat can be added to the analysis through similarity judgments.  

Focused Risk Analysis has a distinct advantage over comprehensive and consensus based approaches:  it is more grounded in reality.  It is not based on speculations regarding potential risks but on actual experienced incidences within the enterprise and across the industry.  In this fashion, the proposed approach maybe more accurate than a consensus based approach.  Credible threats can be identified from actual incidences, allowing organizations to set realistic priorities in their efforts to protect against security and privacy violations.  

The Focused Risk Assessment is based on analysis of actual incidences within the industry or outside it.  The incidence database is used to focus the assessment on risk factors that have occurred in at least one other health care organization or elsewhere in the world.  In contrast, comprehensive and consensus based assessments are often based on imagined risks that might mislead organizations to protect against events that may never occur.  In doing so, they may waste precious security funds.  Even worse than a one time waste is the prospect that when another consultant, with more active imagination and a more vivid assessment tool, shows up, the health care organizations is catapulted to invest more -- chasing elusive and esoteric security targets.  Since imagination is limitless, there is no end to how much should be spent on security and which vulnerability is more important.  Like a child, the organization ends up fighting imaginary foes.  Risk assessment instead of helping the organizations focus on high-value targets, misleads them to pursue irrelevant targets.  When analysis is based on real vulnerabilities and threats, an organization can focus on probable risks and rationally prioritize and limit investment in security controls.  

Slides and Narrated Slides 

Please download http://gunston.doit.gmu.edu/healthscience/730/ProbabilisticRiskAnalysis.pptslides for this lecture at .    An alternative set of slides is available at http://gunston.doit.gmu.edu/healthscience/730/VulnerabilityAssessment.ppt.   

What Do You Know?

Advanced learners like you, often need different ways of understanding a topic. Reading is just one way of understanding. Another way is through writing. When you write you not only recall what you have written but also may need to make inferences about what you have read.  Please complete the following assessment:  
1. How can the probability of a rare event be measured?  Describe at least two methods for doing so:





2. If an event occurred once 5 years ago, what is its minimum daily probability of occurrence?


3. Last year, in our organization, computer thefts occurred on 10th of March, 1st of September, and 5th of October; what is the average number of days to reoccurrence of the computer theft?  How will your estimate of the average length of days to computer theft be different if we assume that there will be a theft at start of next year on January 1st.  

What is the daily probability of occurrence of computer theft (give a range based on your different assumptions)?

4. Calculate the probability of shooting within a hospital by reviewing media reports on the web regarding these incidences.


5. Calculate the similarity of a car bombing of a hospital to Oklahoma City terrorism.  

Bi-weekly project

Assess the probability of unauthorized disclosure and security violations at one hospital and clinic by following these steps:

1. Interview at least one person in the organization to collect prevlance of various risk factors using the instrument available at http://gunston.doit.gmu.edu/healthscience/730/Hazard%20Survey.pdf 

2. Use time between events to assess the daily prevalence of risk factors

3. If the information in Table 3 provides industry patterns, estimate the overall probability of unauthorized disclosure for your hospital or clinic.

4. For your organization interview your contact person and complete the following table.  

	Category of risk factor
	Number of incidences
	First reported date
	Last reported date
	Average days between occurrences
	Daily rate 

	Theft of computer
	
	
	
	
	

	Theft of other equipment
	
	
	
	
	

	Theft of personal property
	
	
	
	
	

	Property damage
	
	
	
	
	

	Vehicle accident on premise
	
	
	
	
	

	Damage from natural causes
	
	
	
	
	

	Hazmat incidents
	
	
	
	
	

	Desk top security violations
	
	
	
	
	

	Unsolicited emails requesting personal information
	
	
	
	
	

	Unsolicited emails not requesting personal information
	
	
	
	
	

	Network penetration 
	
	
	
	
	

	Car bombing similar to Oklahoma City Bombing
	Similarity of Oklahoma City tragedy to your hospital or clinic
____
	


5. Use the information in the first four rows of the table to calculate the daily probability of various types of security violations.

6. Provide a report on what should be the top 3 priorities of the clinic or hospital.

More 

1. Read about assessment of rare probabilities at http://gunston.doit.gmu.edu/healthscience/730/ProbabilityRareEvent.asp 

2. The Geneva Papers on Risk and Insurance Theory can be found at http://www.springerlink.com/(dxgabl45wltkr4jmdwqvug55)/app/home/journal.asp?referrer=parent&backto=linkingpublicationresults,1:102897,1 
3. The Journal of Risk and Insurance Online is available at http://www.journalofriskandinsurance.org/ 
4. Journal of Risk and Uncertainty (Kluwer) is available at http://www.springerlink.com/(1kjjg355ybymad55f4gwlxb1)/app/home/journal.asp?referrer=parent&backto=linkingpublicationresults,1:100299,1 
5. Risk (the official journal of the Risk Assessment & Policy Association) is available at http://www.piercelaw.edu/risk/profRisk.HTM 
6. Risk Management Magazine is available at http://www.piercelaw.edu/risk/profRisk.HTM 
7. An example of risk analysis using probability tree analysis is available at http://www.pnas.org/cgi/content/full/102/28/9984.   
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